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ABSTRACT 

Simsek, Ecem  , Data Collection Scheduling in Directional Wireless Sensor Networks. 
Master of Science (Computing and Information Science), May, 2019, Sam Houston State 
University, Huntsville, Texas. 
 

This thesis studies Minimum Latency Collection Scheduling (MLCS) problem in 

Wireless Sensor Networks (WSNs) whose objective is to obtain collision-free data 

collection schedules with minimum latencies. Unlike most existing works that explored 

the problem with the uniform power model in omnidirectional WSNs, this thesis studies 

the problem with non-uniform power model in directional WSNs. In this study, power 

control, where power levels of sensor nodes need to be controlled, is also considered. The 

thesis proposes an algorithm, named Hierarchical Streaming Collection Scheduling 

Algorithm (HSCS), that produces collision-free data collection schedules where 

appropriate power levels are assigned, and validates its performance in terms of latency 

on simulate networks. 

KEY WORDS: Data collection, Collision-Free, Latency, Directional Wireless Sensor 
Network, Non-uniform Power, Power control 
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CHAPTER I 

INTRODUCTION 

1.1. Wireless Sensor Network 

Wireless Sensor Networks (WSNs) consist of wireless sensor devices whose powers 

are supplied from their embedded small batteries, which make their energy sources very 

limited [1]. The small-sized nodes are set to turn on their powers to emit radio signals or to 

shut them down to conserve energies [2].  

The applications of WSNs perform various tasks such as broadcasting, gossiping, 

data collection, and aggregation [3]. Broadcasting is to disperse a data from a base station 

(or a sink) to all the other nodes in network periodically, whereas gossiping is to distribute 

data from each node to all the other nodes. Data collection and aggregation perform 

similarly but the former is to collect raw data from every node to the sink node, while the 

latter aggregates data as a single data to the sink node.  

While performing the tasks, a node emits its signal including data to nodes that 

reside in its transmission range. If the signal is interrupted by other simultaneously emitted 

signals, a collision occurs, and the data should be retransmitted [1]. Due to nodes’ limited 

energies, it is crucial to reduce such unnecessary retransmissions to prolong the lifetime of 

a network [3].  

One of common approaches to complete the tasks avoiding any collisions is to 

assign timeslots to obtain a minimum latency schedule. If nodes follow the schedule, then 

any nodes assigned the same timeslot can send their data simultaneously without causing 

any collisions, and the tasks can complete using the minimum number of timeslots.  
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1.2. Minimum Latency Data Collection Scheduling (MLCS) Problem 

This thesis studies the Minimum Latency Collection Scheduling (MLCS) problem in 

WSNs whose objective is to obtain collision-free collection schedules with minimum 

latency. Unlike most existing works that explored the problem with the uniform power 

model in omnidirectional WSNs, this thesis studies the problem with non-uniform power 

model in directional WSNs. In this study, power control, where power levels of sensor nodes 

need to be controlled, is also considered. The thesis proposes an algorithm, named 

Hierarchical Streaming Collection Scheduling Algorithm (HSCS), that produces collision-

free collection schedules where appropriate power levels are assigned, and validates its 

performance in terms of latency on simulate networks. 

1.3. Outline of the Thesis 

This thesis is organized as follows. In Section II, various antenna, power and 

interference models used in WSNs is first introduced. Then, the formal definition of the 

MLCS problem and the network model used to study the problem are described. Section 

III summarizes the existing algorithms for the MLCS problem in different antenna and 

power models, and it also introduces Hierarchical Agglomerative Aggregation 

Scheduling (HAAS) algorithm proposed by An et al. [5] based on which a new data 

collection scheduling algorithm is proposed. In Section IV, the new data collection 

scheduling algorithm is described, and its performance is validated through simulations in 

Section V. Finally, the thesis is concluded with some remarks in Section VI.   
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CHAPTER II 

PRELIMINARIES 

When studying the Minimum Latency Collection Scheduling (MLCS) problem, 

choosing antenna, power and interference models is a crucial step. While a substantial 

amount of research results has been obtained in omni-directional Wireless Sensor 

Networks (WSNs) with no power control, this thesis studies the problem in directional 

WSNs with power control. In this chapter, various antenna, power and interference 

models are introduced. Then, the formal definition of the MLCS problem and the 

network model used to study the problem are described. 

2.1 Antenna Model 

 In traditional omni-directional WSNs, every node is equipped with an omni-

directional sending and receiving antenna with a beam-width 𝜃𝜃 = 360°. The omni-

directional WSNs are modeled as unidirectional graphs, where nodes are connected with 

each other via an undirected communication edge [2] if they cover each other in their 

transmission ranges.  

Unlike the omni-directional WSNs, in directional WSNs, nodes collaboratively 

determine and orientate sending antennas’ directions whose beam-width is 𝜃𝜃 ∈ (0,360°].  

Nodes still are equipped with omni-directional receiving antennas. The directional WSNs 

are commonly modeled as a directed graph, where nodes are connected via directed 

communication edge [2] if they cover each other in their transmission ranges.  

This thesis adopts the switch beam directional antenna system [3] where each 𝑢𝑢 

has 𝐾𝐾 fixed broadcasting sectors, denoted by 𝑠𝑠𝑠𝑠𝑠𝑠𝑘𝑘(𝑢𝑢),  1 ≤ 𝑘𝑘 ≤ 𝐾𝐾, whose central angle is 

𝜃𝜃 ∈ (0,2𝜋𝜋) as in [5]. Each node can switch on one of its sectors for transmission. Let us 
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denote the set of 𝐾𝐾 sectors of 𝑢𝑢 by 𝑆𝑆(𝑢𝑢) = {𝑠𝑠𝑠𝑠𝑠𝑠𝑘𝑘(𝑢𝑢)|1 ≤ 𝑘𝑘 ≤ 𝐾𝐾} [5]. Commercially, 

available sectored antennas are typically designed for beam-widths of 𝜋𝜋, 2𝜋𝜋/3,𝜋𝜋/2,𝜋𝜋/3, 

and 𝜋𝜋/4 [6].  

The motivation for adopting directional WSNs is with an intuition that reducing 

broadcasting areas would reduce potential collisions. For instance, in Figure 1, if the 

sender 𝑣𝑣 and 𝑤𝑤 are equipped with omni-directional antennas, they cannot send data 

simultaneously to their receivers (i.e., the two receivers 𝑢𝑢 and 𝑥𝑥 cannot receive data at the 

same time due to collisions). However, if they are equipped with directional antenna with 

narrower broadcasting areas, then the two receivers 𝑢𝑢 and 𝑥𝑥 can receive data at the same 

time without any collisions. 

 

 

Figure 1. Omni-directional antenna vs. directional antenna [2].  
 

2.2 Power Models 

Problems in WSNs have been actively investigated with two different power 

models: non-uniform power model, where each node can be assigned different power level 

and uniform power model, where every node is initially assigned a uniform power level.  
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Power control in non-uniform power model is to assign an appropriate power level 

to each node. It is crucial to control powers in WSNs to conserve energies because for 

instance, if a receiver node is closely located to its sender node, then the sender does not 

have to use strong power level to send its data to the receiver.  

This thesis adopts non-uniform power level with power control. 

2.3 Interference Models 

Different kinds of interference models have been proposed for the problems in 

WSNs. The collision-free model and collision-interference-free model, both together is 

called graph models, are two of the interference models widely used in WSNs. While the 

collision-free model concerns collision only, the collision-interference-free concerns both 

collision and interference [1]. Given a transmission range (or broadcasting range) 𝑟𝑟(𝑢𝑢) 

for every node 𝑢𝑢, the interference range of 𝑢𝑢 is defined as 𝜌𝜌 ∙ 𝑟𝑟(𝑢𝑢), where 𝜌𝜌 ≥ 1 is the 

interference factor [1]. If 𝜌𝜌 = 1, it is a collision-free model, otherwise if 𝜌𝜌 ≥ 1, it is a 

collision-interference-free graph model. 

2.4 Network Model 

In this thesis, a WSN consists of a set 𝑉𝑉 of nodes, each 𝑢𝑢 ∈ 𝑉𝑉 which is equipped 

with a switch beam directional sending antenna with a beam-width 𝜃𝜃 ∈ (0,360°] and an 

omni-directional receiving antenna. At a timeslot 𝑡𝑡(𝑢𝑢), a transmission power level 

𝑝𝑝(𝑢𝑢) ∈ (0,𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚  ] and an antenna orientation 𝑤𝑤(𝑢𝑢) are assigned to 𝑢𝑢, which activates one 

of antenna sector using 𝑝𝑝(𝑢𝑢). Accordingly, the transmission range 𝑟𝑟(𝑢𝑢) of 𝑢𝑢 is defined as 

the radius of the broadcasting sector 𝑠𝑠𝑠𝑠𝑠𝑠𝑘𝑘(𝑢𝑢) and this sector is covered by 𝑝𝑝(𝑢𝑢). 

A collision is said to occur if there is a node 𝑤𝑤 such that 𝑤𝑤 ∈ 𝑠𝑠𝑠𝑠𝑠𝑠𝑘𝑘(𝑢𝑢) and 𝑤𝑤 ∈

𝑠𝑠𝑠𝑠𝑠𝑠𝑘𝑘(𝑢𝑢’), and there are a concurrently sending nodes 𝑢𝑢 and 𝑢𝑢’, where 𝑡𝑡(𝑢𝑢) = 𝑡𝑡(𝑢𝑢’)P

 [5]. 
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2.5 Minimum Latency Collection Scheduling (MLCS) Problem 

The MLCS problem is defined as follows. Given a set 𝑉𝑉 of nodes, we assign each 

node timeslots, power levels, antenna orientations so that any nodes assigned the same 

timeslot can send data to their receivers simultaneously without any collision and data of 

all nodes are collected to a sink node 𝑠𝑠 ∈ 𝑉𝑉. Formally, at a timeslot 𝑡𝑡, we have an 

assignment set 𝜋𝜋𝑡𝑡 = ��𝑠𝑠𝑡𝑡𝑖𝑖 ,𝜔𝜔�𝑠𝑠𝑡𝑡𝑖𝑖�,𝑝𝑝�𝑠𝑠𝑡𝑡𝑖𝑖�� |1 ≤ 𝑖𝑖 ≤ 𝑙𝑙�, where 𝑙𝑙 denotes the number of 

nodes scheduled at timeslot 𝑡𝑡 [5]. In each assignment 𝜋𝜋𝑡𝑡, every sender 𝑠𝑠𝑡𝑡𝑖𝑖 can send data 

simultaneously to their receivers 𝑟𝑟𝑡𝑡𝑖𝑖 with power level 𝑝𝑝�𝑠𝑠𝑡𝑡𝑖𝑖� by orienting their antennas to 

the direction 𝜔𝜔�𝑠𝑠𝑡𝑡𝑖𝑖� at the assigned timeslot 𝑡𝑡. The assignments set produces a schedule 

Π = (𝜋𝜋1,𝜋𝜋2, … ,𝜋𝜋𝐿𝐿), where 𝐿𝐿 is the length of the schedule, also called latency. The 

schedule Π is said successful if data of every node 𝑣𝑣 ∈ 𝑉𝑉 is collected to a sink node 𝑠𝑠 ∈ 𝑉𝑉 

[5].  

Input: A set 𝑉𝑉 of nodes 

Output: A successful schedule Π 

 

Figure 2. Input and Output diagram.  
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CHAPTER III 

RELATED WORKS 

3.1 Minimum Latency Data Collection Problem 

The Minimum Latency Collection Scheduling (MLCS) problem has been widely 

studied in the past years. As the problem was proved NP-hard by Bermond et al. [7], this 

thesis more focuses on summarizing notable works that propose approximation 

algorithms rather than heuristics.  

Let us first consider the collision-free model, i.e., 𝜌𝜌 = 1. Both Florens et al. [8] 

and Bonifaci et al. [9] proposed 3-approximation algorithms, but the former studied the 

problem for tree networks only. Later, while Bermond et al. [7] proved its NP-hardness, 

Coleri et al. [10] proved NP-completeness and proposed two heuristic algorithms. 

Bermond et al. [11] also studied the problem in special grid shaped networks and 

proposed a 3-approximation algorithm. Bermond et al. [12] addressed the problem on 

linear topologies and proposed an optimal algorithm with 𝑟𝑟(𝑢𝑢) = 2, 3, and 5. Kowalski et 

al. [13] also proposed a 2-approximation algorithm in linear topologies. 

In the collision-interference-free model, i.e., 𝜌𝜌 ≥ 1, Bermond et al. [7] and 

Bonifaci et al. [9] proposed 4-approximation algorithms with  𝜌𝜌 ≥ 1 and 𝜌𝜌 > 1, 

respectively. Bermond et al. [11] studied the problem in grid shaped networks and 

proposed a 4-approximation algorithm with 𝜌𝜌 = 2. The problem was then investigated 

with 𝜌𝜌 ≥ 2 in tree networks by Bermond et al. [14] and they proposed a closed formula 

for the data collection of the optimal schedule. An et al. [1, 15] proposed 3-

approximation algorithm with 𝜌𝜌 ≥ 1.  
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Table 1 summarizes the existing algorithms for the MLCS problem in different 

antenna and power models. Notice that all existing works studied the problem adopting 

omni-directional WSNs with uniform power model. 

Table 1 

Existing Works for MLCS Problem in Various Antenna and Power Models 

 Uniform Power Non-uniform Power 

Omnidirectional WSNs  [1], [15]-[28]   

Directional WSNs  This Paper 
 

3.2 Hierarchical Agglomerative Aggregation Scheduling Problem  

The thesis proposes an algorithm based on an existing work by An et al. [5] that 

studied other application of WSNs, aggregation. An et al. [5] investigated the Minimum 

Latency Aggregation Scheduling (MLAS) problem that targets to attain collision-free 

minimum latency data aggregation schedules adopting non-uniform power model with 

power control in directional WSNs. Unlike existing works that schedule nodes based on 

trees, their proposed scheduling algorithm, named Hierarchical Agglomerative 

Aggregation Scheduling (HAAS), does not create trees. Instead, it repeatedly partitions a 

whole network into smaller networks, and the smaller networks are systematically 

agglomerated to achieve aggregate data with no collisions.  
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CHAPTER IV 

HIERARCHICAL STREAMING COLLECTION SCHEDULING ALGORITHM 

This section describes the proposed algorithm, named Hierarchical Streaming 

Collection Scheduling algorithm (HSCS), which is designed based on An et al. [5]’s 

Hierarchical Agglomerative Aggregation Scheduling (HAAS) algorithm. As in [5], it is 

assumed that every node 𝑢𝑢 ∈ 𝑉𝑉 is equipped with a switch beam directional antenna with a 

fixed beam-width 𝜃𝜃 = 𝜋𝜋/2, and its broadcasting disk is partitioned to have 𝐾𝐾 = 4 

sectors. Each section is identified as 𝑠𝑠𝑠𝑠𝑠𝑠𝑘𝑘(𝑢𝑢),𝑘𝑘 ∈ {1, 2, 3, 4} as shown in Figure 3.  

 

Figure 3. Broadcasting sectors of u with switch beam-width 𝜃𝜃 = 𝜋𝜋/2  [5].  

 

The pseudocode of the proposed HSCS algorithm is shown in Algorithm 1. It 

starts by setting the first timeslot 𝑡𝑡 = 1 (Step 1), and setting each node 𝑣𝑣 ∈ 𝑉𝑉 except the 

sink 𝑠𝑠 (Steps 2 – 5) to have 𝑛𝑛𝑚𝑚(𝑣𝑣) with 0, which is the number of messages that 𝑣𝑣 has, 

and have 𝑛𝑛𝑓𝑓(𝑣𝑣) with 0, which is the number of messages to forward. The difference 

between 𝑛𝑛𝑚𝑚(𝑣𝑣) and 𝑛𝑛𝑓𝑓(𝑣𝑣) is that 𝑛𝑛𝑚𝑚(𝑣𝑣) is with 𝑣𝑣’s own data, and 𝑛𝑛𝑓𝑓(𝑣𝑣) is with 

messages that are delivered from other nodes. 
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Table 2 

Algorithm 1: HSCS 

Algorithm 1 HSCS (Modified HAAS [5]) 

Input: A set 𝑉𝑉 of nodes 
Output: Schedule II 

1: 𝑡𝑡 ← 1 

2: for each 𝑣𝑣 ∈ 𝑉𝑉 \ {𝑠𝑠} 𝐝𝐝𝐝𝐝 

3:          𝑛𝑛𝑚𝑚(𝑣𝑣) ← 1 

4:         𝑛𝑛𝑓𝑓(𝑣𝑣)  ← 0 

5: end for 
6: repeat 

7:    𝑉𝑉’ ← {𝑣𝑣|𝑣𝑣 ∈ 𝑉𝑉 and 𝑛𝑛𝑚𝑚(𝑣𝑣) + 𝑛𝑛𝑓𝑓(𝑣𝑣) > 0} ∪ {𝑠𝑠} 

8:    repeat 

9: Mark all nodes in 𝑉𝑉’ as non-head nodes. 

10: Partition the network in ≤ 𝑧𝑧2 square cells such that 0 ≤ |𝐶𝐶𝑖𝑖,𝑗𝑗| ≤  4, where 
𝐶𝐶𝑖𝑖,𝑗𝑗 Rdenotes the set of nodes which reside in the cell at row 𝑖𝑖 and column 
𝑗𝑗 (1 ≤ 𝑖𝑖, 𝑗𝑗 ≤ 𝑧𝑧). 

11: 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 ← {𝐶𝐶𝑖𝑖,𝑗𝑗|𝑖𝑖%2 ≠ 0 and 𝑗𝑗%2 ≠ 0} ∪ {𝐶𝐶𝑖𝑖,𝑗𝑗|𝑖𝑖%2 = 0 and 𝑗𝑗%2 = 0} 

12: 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 ← {𝐶𝐶𝑖𝑖,𝑗𝑗|𝑖𝑖%2 ≠ 0 and 𝑗𝑗%2 = 0} ∪ {𝐶𝐶𝑖𝑖,𝑗𝑗|𝑖𝑖%2 = 0 and 𝑗𝑗%2 ≠ 0} 

13: 𝑡𝑡 ← 𝑆𝑆𝑆𝑆ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒(𝑡𝑡,𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺) 

14: 𝑡𝑡 ← 𝑆𝑆𝑆𝑆ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒(𝑡𝑡,𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊) 

15: 𝑉𝑉’ ←  {𝑣𝑣 | 𝑣𝑣 ∈ 𝑉𝑉, 𝑣𝑣 ≡ ℎ𝑒𝑒𝑒𝑒𝑒𝑒 or 𝑣𝑣 ≡ 𝑠𝑠} 

16:    until 𝑧𝑧 = 1 

17: until 𝑉𝑉’ has 𝑠𝑠 only 

18: return 𝜋𝜋 ← (𝜋𝜋1,𝜋𝜋2, … ,𝜋𝜋𝐿𝐿 

 

After that, the following steps (Steps 6 – 17) are repeated until the sink 𝑠𝑠 collects 

data from every other node. Steps 8 – 16 is the modified procedure based on An et al. 

[5]’s HCAS algorithm. In these steps, networks are partitioned into square cells, and the 

cells are divided into two groups, 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 and 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊. (See Figure 4.) It then calls 
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𝑆𝑆𝑆𝑆ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 (Algorithm 2) to schedule the nodes in the cells of 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 with the starting 

timeslot 𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠. Specifically, for each cell 𝐶𝐶𝑖𝑖,𝑗𝑗 ∈ 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺, a head node is decided to collect 

all data from the other nodes. At the end of the 𝑆𝑆𝑆𝑆ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 call, every head node 

collected data from all the other nodes in 𝐶𝐶𝑖𝑖,𝑗𝑗, and 𝑆𝑆𝑆𝑆ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 returns the next timeslot 

𝑡𝑡𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛  that will be the starting timeslot for group 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊. Again, 𝑆𝑆𝑆𝑆ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 is called to 

schedule the nodes in the cells of 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 with the starting timeslot 𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠. The same 

procedure mentioned above is repeated to collect data to head node in each WHITE cell. 

Then, HSCS (Step 15) updates the sender set 𝑉𝑉’ by removing the scheduled nodes. Note 

that the updated 𝑉𝑉’ =  {𝑢𝑢|𝑢𝑢 ∈ 𝐶𝐶𝑖𝑖,𝑗𝑗, 1 ≤ 𝑖𝑖, 𝑗𝑗 ≤ 𝑧𝑧,𝑢𝑢 ≡ ℎ𝑒𝑒𝑒𝑒𝑒𝑒 or 𝑢𝑢 ≡ 𝑠𝑠}. Steps 8 – 16 are 

repeated until every node is scheduled. 

 

 

Figure 4. A network partitions. Cells are grouping into 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 and 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 [5]. 
 
The completion of Steps 8 – 16 does not imply that all data is collected. HSCS 

repeats these steps until every data is collected to the sink node, i.e., V’ has only s, where 

𝑉𝑉’ ← {𝑣𝑣|𝑣𝑣 ∈ 𝑉𝑉 and 𝑛𝑛𝑚𝑚(𝑣𝑣) + 𝑛𝑛𝑓𝑓(𝑣𝑣) > 0} ∪ {𝑠𝑠} (Steps 6 – 17). 
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Table 3 

Algorithm 2: Scheduling 

Algorithm 2: Scheduling 

Input: Starting timeslot 𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠, and a group 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 

Output: Next timeslot 𝑡𝑡𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 for the other group 

1: for each cell 𝐶𝐶𝑖𝑖,𝑗𝑗 ∈ 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 do 

2:  𝑡𝑡 ← 1 

3: Partition 𝐶𝐶𝑖𝑖,𝑗𝑗  into two 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝐶𝐶𝐴𝐴 and 𝐶𝐶𝐵𝐵, in each of which at most four nodes 
reside. 

4: Label nodes in 𝐶𝐶𝐴𝐴 as 𝑎𝑎 and 𝑎𝑎’, and nodes in 𝐶𝐶𝐵𝐵 as 𝑏𝑏 and 𝑏𝑏’. 

5:  𝑡𝑡(𝑎𝑎) ← 𝑡𝑡,𝑝𝑝(𝑎𝑎) ← 𝑑𝑑(𝑎𝑎,𝑎𝑎’),  

𝑤𝑤(𝑎𝑎) ∈ {𝑠𝑠𝑠𝑠𝑠𝑠𝑘𝑘(𝑎𝑎)|𝑠𝑠𝑠𝑠𝑠𝑠𝑘𝑘(𝑎𝑎) ∈ 𝑆𝑆(𝑎𝑎)},    
  𝑎𝑎 ∈ 𝑠𝑠𝑠𝑠𝑠𝑠𝑘𝑘(𝑎𝑎), and 𝑠𝑠𝑠𝑠𝑠𝑠𝑘𝑘(𝑎𝑎) does not cover any other 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 cells.   

6:  if 𝑛𝑛𝑚𝑚(𝑎𝑎) = 1 then 

7:     𝑛𝑛𝑚𝑚(a)  ←  0 

8: else if 𝑛𝑛𝑚𝑚(𝑎𝑎) = 0 and 𝑛𝑛𝑓𝑓(𝑎𝑎) > 0 then 

9:      𝑛𝑛𝑓𝑓(𝑎𝑎) ← 𝑛𝑛𝑓𝑓(𝑎𝑎) − 1 

10: end if 

11: 𝑛𝑛𝑓𝑓(𝑎𝑎’) ← 𝑛𝑛𝑓𝑓(𝑎𝑎’) + 1 

12: 𝜋𝜋𝑡𝑡 ← 𝜋𝜋𝑡𝑡 ∪ �𝑎𝑎,𝑤𝑤(𝑎𝑎),𝑝𝑝(𝑎𝑎)�, 𝑡𝑡 ← 𝑡𝑡 + 1 

13:       𝑡𝑡(𝑏𝑏) ← 𝑡𝑡,𝑝𝑝(𝑏𝑏) ← 𝑑𝑑(𝑏𝑏, 𝑏𝑏’), 

𝑤𝑤(𝑏𝑏) ∈ {𝑠𝑠𝑠𝑠𝑠𝑠𝑘𝑘(𝑏𝑏)|𝑠𝑠𝑠𝑠𝑠𝑠𝑘𝑘(𝑏𝑏) ∈ 𝑆𝑆(𝑏𝑏)},  
𝑏𝑏′ ∈ 𝑠𝑠𝑠𝑠𝑠𝑠𝑘𝑘(𝑏𝑏), and 𝑠𝑠𝑠𝑠𝑠𝑠𝑘𝑘(𝑏𝑏) does not cover any other 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 cells. 

14: if 𝑛𝑛𝑚𝑚(𝑏𝑏) = 1 then 

15:    𝑛𝑛𝑚𝑚(𝑏𝑏) ← 0 

16: else if 𝑛𝑛𝑚𝑚(𝑏𝑏) = 0 and 𝑛𝑛𝑓𝑓(𝑏𝑏) > 0 then 

17:     𝑛𝑛𝑓𝑓(𝑏𝑏) ← 𝑛𝑛𝑓𝑓(𝑎𝑎) − 1 

18: end if 

19: 𝑛𝑛𝑓𝑓(𝑏𝑏’) ← 𝑛𝑛𝑓𝑓(𝑏𝑏’) + 1 

20: 𝜋𝜋𝑡𝑡 ← 𝜋𝜋𝑡𝑡 ∪ �𝑏𝑏,𝑤𝑤(𝑏𝑏),𝑝𝑝(𝑏𝑏)�, 𝑡𝑡 ← 𝑡𝑡 + 1 
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21: Pick node ℎ ∈ 𝑎𝑎’, 𝑏𝑏’ which is closed to sink s is the shortest as the head node for 
the cell. 

22: ℎ’ ← 𝑢𝑢|𝑢𝑢 ∈ 𝑎𝑎′, 𝑏𝑏′, 𝑢𝑢 ≡/ℎ 

23: 𝑡𝑡(ℎ’) ← 𝑡𝑡,𝑝𝑝(ℎ’) ← 𝑑𝑑(ℎ’,ℎ),  

            𝑤𝑤(ℎ’) ∈ {𝑠𝑠𝑠𝑠𝑠𝑠𝑘𝑘(ℎ’)|𝑠𝑠𝑠𝑠𝑠𝑠𝑘𝑘(ℎ’) ∈ 𝑆𝑆(ℎ’)},                   
             ℎ ∈ 𝑠𝑠𝑒𝑒𝑒𝑒𝑘𝑘(ℎ’) and 𝑠𝑠𝑠𝑠𝑠𝑠𝑘𝑘(ℎ’) does not cover any other 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 cells 

24: if 𝑛𝑛𝑚𝑚(ℎ’) = 1 then 

25:    𝑛𝑛𝑚𝑚(ℎ’) ← 0 

26: else if 𝑛𝑛𝑚𝑚(ℎ’) = 0 and 𝑛𝑛𝑓𝑓(ℎ’) > 0 then 

27:    𝑛𝑛𝑓𝑓(ℎ’) ← 𝑛𝑛𝑓𝑓(ℎ’) − 1 

28: end if 

29: 𝑛𝑛𝑓𝑓(ℎ) ← 𝑛𝑛𝑓𝑓(ℎ) + 1 

30: 𝜋𝜋𝑡𝑡 ← 𝜋𝜋𝑡𝑡 ∪ �ℎ’,𝑤𝑤(ℎ’),𝑑𝑑(ℎ’, ℎ)� 

31: end for 

32: 𝑡𝑡𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 ← {max𝑡𝑡(𝑢𝑢)|𝑢𝑢 ∈ 𝐶𝐶𝑖𝑖,𝑗𝑗,𝐶𝐶𝑖𝑖,𝑗𝑗 ∈ 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 + 1} 

33: return 𝑡𝑡𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛  
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CHAPTER V 

SIMULATION 

This chapter evaluates the performance of the purposed algorithm, Hierarchical 

Streaming Collection Scheduling (HSCS), in terms of latency by comparing it with the 

algorithm by An et al. [1] which studied the MLAS problem. An et al. [1]’s algorithm 

runs adopting omni-directional WSNs whose nodes are assigned a uniform power level 

initially, i.e., no power control.  

In the simulation, for each number of nodes 𝑛𝑛 = 100, 200, 300, 400, 500, 100 

random networks are generated in the Euclidean plane of dimension 500 × 500. Then 

both HSCS and An et al. [1]’s algorithms are tested on the networks, and the latencies 

produced are averaged.  

As shown in Table 4 and Figure 5, HSCS performs better than An et al. [1]’s 

algorithm in terms of average latencies.  

Table 4 

Simulation Results 

 Averaged Latencies # of worse resulted            
networks 

% decrease 
on 

latencies n HSCS An et al. [1] 

100 220.37 269.39 6 18.20% 
200 441.61 566.38 1 21.50% 
300 660.17 685.48 1 23.73% 
400 877.4 1164.98 1 24.68% 
500 1086.46 1463.67 0 25.78% 
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Figure 5. Simulation Result in Grouped Error Bar.  
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CHAPTER VI 

CONCLUSION 

In this thesis, the Minimum Latency Collection Scheduling (MLCS) problem with 

non-uniform power model in directional wireless sensor networks (WSNs) unlike the 

other existing algorithms adopting omni-directional WSNs with uniform power model. 

The proposed algorithm, named Hierarchical Streaming Collection Scheduling (HSCS), 

does not run on backbone trees where all existing works construct trees first and assign 

timeslots based on the trees. Instead of using trees, the HSCS algorithm was designed 

based on an existing aggregation scheduling algorithm that employs hierarchical 

agglomerative steps, where a whole network is repeatedly partitioned into smaller 

networks and the smaller networks are systematically agglomerated to assign timeslots to 

complete a given task.  The simulation result shows that HSCS performs better than a 

recent existing algorithm by An et al [1].  

As to the future study, analyzing the complexity of the proposed algorithm and the 

power consumptions, and studying other related problems such as broadcasting with 

similar approach are planned. 
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APPENDIX 

Table 5 

Simulation Result Data 

n HSCS An et al. 
Worse than 
An et al.[5] 

100 242 281 0 
100 202 273 0 
100 279 274 1 
100 219 275 0 
100 232 263 0 
100 182 278 0 
100 223 278 0 
100 187 265 0 
100 222 279 0 
100 243 283 0 
100 214 277 0 
100 260 277 0 
100 203 276 0 
100 234 290 0 
100 208 268 0 
100 229 270 0 
100 202 274 0 
100 177 254 0 
100 236 281 0 
100 211 259 0 
100 215 264 0 
100 234 283 0 
100 182 260 0 
100 271 275 0 
100 209 276 0 
100 287 278 1 
100 191 288 0 
100 183 267 0 
100 195 272 0 
100 180 265 0 
100 198 281 0 
100 202 243 0 
100 224 269 0 
100 257 279 0 
100 206 274 0 
100 245 261 0 
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100 234 279 0 
100 209 268 0 
100 218 282 0 
100 230 276 0 
100 243 279 0 
100 238 268 0 
100 248 219 1 
100 198 266 0 
100 191 279 0 
100 245 265 0 
100 189 265 0 
100 209 270 0 
100 229 285 0 
100 215 273 0 
100 200 266 0 
100 187 264 0 
100 193 249 0 
100 272 269 1 
100 234 264 0 
100 202 282 0 
100 261 273 0 
100 241 277 0 
100 204 280 0 
100 275 260 1 
100 244 275 0 
100 265 271 0 
100 238 264 0 
100 232 280 0 
100 230 285 0 
100 207 263 0 
100 217 249 0 
100 244 283 0 
100 213 258 0 
100 206 272 0 
100 177 255 0 
100 201 272 0 
100 220 275 0 
100 219 271 0 
100 158 261 0 
100 190 248 0 
100 232 265 0 
100 205 253 0 
100 253 259 0 
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100 240 278 0 
100 181 262 0 
100 230 269 0 
100 256 281 0 
100 189 276 0 
100 258 277 0 
100 232 276 0 
100 217 279 0 
100 242 283 0 
100 224 271 0 
100 255 268 0 
100 192 240 0 
100 176 270 0 
100 181 214 0 
100 190 268 0 
100 275 253 1 
100 211 262 0 
100 209 271 0 
100 228 269 0 
100 240 269 0 
100 211 276 0 

average 220.37 269.39 6 

   Total 
Percentage decrease on latency -18.1967  
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n HSCS An et al. 
Worse than 
An et al.[5] 

200 468 560 0 
200 406 575 0 
200 490 564 0 
200 470 587 0 
200 339 567 0 
200 461 579 0 
200 433 565 0 
200 418 561 0 
200 380 576 0 
200 496 584 0 
200 488 575 0 
200 443 575 0 
200 395 531 0 
200 438 582 0 
200 402 558 0 
200 451 563 0 
200 478 557 0 
200 403 552 0 
200 436 575 0 
200 426 555 0 
200 470 571 0 
200 431 549 0 
200 431 569 0 
200 373 568 0 
200 541 576 0 
200 512 580 0 
200 401 566 0 
200 462 572 0 
200 401 572 0 
200 445 544 0 
200 518 564 0 
200 403 564 0 
200 478 567 0 
200 500 570 0 
200 418 554 0 
200 438 581 0 
200 415 549 0 
200 346 558 0 
200 504 581 0 
200 450 572 0 
200 567 587 0 
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200 488 555 0 
200 439 542 0 
200 561 579 0 
200 377 576 0 
200 500 550 0 
200 518 557 0 
200 517 575 0 
200 499 569 0 
200 335 571 0 
200 445 574 0 
200 468 572 0 
200 439 540 0 
200 408 551 0 
200 470 573 0 
200 446 574 0 
200 460 574 0 
200 415 584 0 
200 518 580 0 
200 406 545 0 
200 471 577 0 
200 465 558 0 
200 450 529 0 
200 358 579 0 
200 406 578 0 
200 393 554 0 
200 361 555 0 
200 344 582 0 
200 404 556 0 
200 590 563 1 
200 322 578 0 
200 460 572 0 
200 416 569 0 
200 347 559 0 
200 428 563 0 
200 349 551 0 
200 480 561 0 
200 426 566 0 
200 422 561 0 
200 563 588 0 
200 457 579 0 
200 391 535 0 
200 570 586 0 
200 450 572 0 
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200 504 576 0 
200 386 564 0 
200 406 567 0 
200 477 569 0 
200 466 572 0 
200 465 573 0 
200 409 570 0 
200 444 559 0 
200 367 519 0 
200 469 578 0 
200 466 563 0 
200 513 574 0 
200 437 583 0 
200 405 555 0 
200 554 566 0 
200 436 583 0 

average 444.61 566.38 1 

   Total 
Percentage decrease on latency -21.4997  
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n HSCS An et al. 
Worse than    
An et al.[5] 

300 661 873 0 
300 622 880 0 
300 687 888 0 
300 776 880 0 
300 493 871 0 
300 763 874 0 
300 678 859 0 
300 568 859 0 
300 584 875 0 
300 742 855 0 
300 585 864 0 
300 676 866 0 
300 570 867 0 
300 659 878 0 
300 521 862 0 
300 486 882 0 
300 646 840 0 
300 579 857 0 
300 771 846 0 
300 595 874 0 
300 597 871 0 
300 659 850 0 
300 685 850 0 
300 800 881 0 
300 908 873 1 
300 688 873 0 
300 665 871 0 
300 565 865 0 
300 708 870 0 
300 587 828 0 
300 361 836 0 
300 660 868 0 
300 763 877 0 
300 655 860 0 
300 666 863 0 
300 700 872 0 
300 597 822 0 
300 612 864 0 
300 612 883 0 
300 704 873 0 
300 803 879 0 
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300 686 855 0 
300 601 846 0 
300 720 868 0 
300 586 868 0 
300 663 853 0 
300 617 865 0 
300 466 870 0 
300 791 880 0 
300 784 870 0 
300 625 866 0 
300 748 877 0 
300 785 861 0 
300 571 843 0 
300 686 863 0 
300 664 885 0 
300 724 888 0 
300 684 870 0 
300 742 881 0 
300 690 846 0 
300 698 869 0 
300 811 845 0 
300 601 874 0 
300 637 873 0 
300 751 861 0 
300 689 835 0 
300 595 847 0 
300 676 873 0 
300 601 878 0 
300 637 856 0 
300 674 882 0 
300 731 864 0 
300 631 884 0 
300 602 870 0 
300 652 874 0 
300 678 866 0 
300 602 858 0 
300 603 879 0 
300 576 861 0 
300 737 885 0 
300 761 885 0 
300 653 840 0 
300 694 876 0 
300 604 869 0 
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300 754 874 0 
300 554 855 0 
300 603 867 0 
300 710 866 0 
300 691 868 0 
300 632 878 0 
300 752 866 0 
300 574 849 0 
300 600 800 0 
300 677 866 0 
300 743 881 0 
300 682 880 0 
300 590 878 0 
300 712 869 0 
300 677 840 0 
300 682 873 0 

average 660.17 865.48 1 

   Total 
Percentage decrease on latency -23.7221  
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n HSCS An et al. 
Worse than 
An et al.[5] 

400 951 1167 0 
400 924 1179 0 
400 823 1189 0 
400 767 1185 0 
400 618 1165 0 
400 959 1173 0 
400 872 1141 0 
400 918 1142 0 
400 859 1161 0 
400 754 1136 0 
400 834 1168 0 
400 936 1168 0 
400 882 1162 0 
400 772 1173 0 
400 767 1170 0 
400 954 1180 0 
400 819 1136 0 
400 794 1157 0 
400 862 1160 0 
400 744 1170 0 
400 905 1161 0 
400 858 1165 0 
400 904 1147 0 
400 1008 1181 0 
400 946 1173 0 
400 600 1177 0 
400 741 1178 0 
400 844 1154 0 
400 956 1171 0 
400 894 1162 0 
400 648 1160 0 
400 837 1150 0 
400 832 1181 0 
400 1093 1162 0 
400 771 1157 0 
400 802 1184 0 
400 822 1156 0 
400 972 1163 0 
400 1039 1187 0 
400 905 1160 0 
400 934 1189 0 
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400 795 1159 0 
400 916 1180 0 
400 958 1158 0 
400 814 1159 0 
400 850 1142 0 
400 1067 1168 0 
400 1101 1167 0 
400 732 1172 0 
400 1071 1163 0 
400 811 1168 0 
400 1070 1162 0 
400 875 1153 0 
400 1174 1162 1 
400 795 1166 0 
400 848 1181 0 
400 801 1186 0 
400 1035 1178 0 
400 817 1178 0 
400 947 1135 0 
400 1005 1183 0 
400 1022 1134 0 
400 881 1173 0 
400 778 1170 0 
400 1079 1170 0 
400 817 1153 0 
400 665 1131 0 
400 813 1166 0 
400 950 1170 0 
400 1017 1178 0 
400 804 1181 0 
400 1060 1146 0 
400 804 1181 0 
400 927 1164 0 
400 1033 1168 0 
400 906 1162 0 
400 873 1145 0 
400 873 1172 0 
400 866 1134 0 
400 1006 1182 0 
400 987 1182 0 
400 899 1117 0 
400 636 1174 0 
400 672 1172 0 
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400 1106 1173 0 
400 767 1173 0 
400 939 1165 0 
400 896 1165 0 
400 864 1158 0 
400 734 1170 0 
400 761 1166 0 
400 1018 1146 0 
400 841 1167 0 
400 753 1153 0 
400 1056 1177 0 
400 793 1175 0 
400 914 1174 0 
400 826 1173 0 
400 639 1149 0 
400 863 1169 0 

average 877.4 1164.98 1 

   Total 
Percentage decrease on latency -24.6854  
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