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ABSTRACT 

Gundogan, Kubra, Apparel recommendation with transfer learning and locality sensitive 

hashing. Master of Science (Computing and Data Science), December 2022, Sam 

Houston State University, Huntsville, Texas. 

 

     The textile and apparel industries have now grown a lot and there is a variety 

of clothing that is constantly renewed or changed throughout the world. Given the 

abundance of selection options available, we developed a system that takes an image a 

user provides and then offers a recommendation which matches the user’s query image. 

     This study developed a cloth recommendation system, which employs transfer 

learning with a pre-trained deep learning model (VGG16) followed by locality sensitive 

hashing with random projection. The dataset was originated by the H&M company and 

was exhibited in a competition via Kaggle. This dataset contains 105K image data in total 

by addressing 130 different categories in five (5) main groups. Among a total of 7,000 of 

the Ladieswear group, occupying about 37.7% in the dataset, a balanced dataset was 

obtained by splitting the 7,000 images into seven (7) clothing groups. These groups are 

labeled dress, trousers, sweater, blouse, skirt, t-shirt, and vest top. 

                Specifically, we extracted embedded features of the image using transfer 

learning and achieved a fast recommendation using locality sensitive hashing. We 

demonstrated the effectiveness of the proposed recommendation system by comparing 

the average cosine similarity of top 6 recommendations before and after locality sensitive 

hash. Furthermore, we qualitatively visualized the quality of the recommendation. 

KEY WORDS:  Apparel recommendation, Transfer learning, Feature embedding, 

Locality sensitive hashing, Random projection 
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CHAPTER I 

Introduction 

Problem Context 

In recent years, the e-commerce industry has experienced rapid growth, especially 

in the fashion industry. Although many studies have reviewed recommendation systems 

in general, they may not be able to keep up with these rapid changes. It is becoming 

increasingly apparent that recommendation systems lack adequate functionality as this 

growth increases (Deldjoo, 2022). Since there is a great deal of demand in different layers 

of the fashion industry's value chain, it is important both for researchers and trade 

developers. One of the problems with recommendation systems studies is the lack of 

data, and this poses a problem for both researchers and industries. 

            This thesis focuses on closing the gaps in this rapidly developing industry by 

presenting a study. Despite a somewhat limited dataset, we provide recommendation 

systems that can maximize user’s expectation. 

While designing this apparel recommendation study, we aim to increase the 

accuracy rates by employing the recently developed algorithms. In this way, we will 

increase the satisfaction of the users and the platforms selling clothes at the right rate. 

Additionally, we will provide easy-to-search products to online customers. It will be 

possible for users to find the products quickly and easily they are looking for. To quantify 

the success of the search results, the list of similarity values (e.g., cosine between 

embedded features) between the query and recommended images will be calculated. By 

making a list of both specific products and similar products that users may be interested 

in, we gave them more options. 
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CHAPTER II 

Related Research 

 Due to the huge increase in online shopping, clothing companies that sell on 

websites need new methods to increase consumer satisfaction. Many articles and projects 

have proposed numerous methods that can partially address the issue. The following 

approaches focus on identifying target outfits and recommending alternatives, in 

chronological order. 

Huang et al. (2013) used support vector regression (SVR) with a user interaction 

training phase to monitor user preferences based on users' feedback of previous results. 

The proposed system recommended features such as color and pattern without asking the 

user, depending on the shopping they have done in the past. 

Lao et al. (2015) proposed a recommendation system that handled four tasks. The 

first is to classify the clothing type very well, the second is to classify the clothing 

quality, the third is to perceive the nearest neighboring clothes, and finally to perceive the 

clothing object. They revealed the results with the detection, which they pre-trained using 

the R-CNN model and determined their properties. But unfortunately, the accuracy rate is 

as low as 50% for clothing style classification and 75% for clothing feature classification. 

Sha et al. (2016) developed an approach to analyze images for clothing 

recommendations that extract multi-features from their content, where a color matrix 

model was proposed to distinguish clothing with split joints. Fabric pattern attributes 

were represented by uniform local binary pattern (ULBP) features. Features were 

extracted to describe collar and sleeve attributes. A classifier was then trained to classify 
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clothing fabric patterns and split joints. A variety of experiments was conducted based on 

every attribute and their combinations, and the results were satisfactory. 

Wen et al. (2018) constructed a knowledge graph of user, knowledge graph of 

clothing, and knowledge graph of context, utilizing the Apriori algorithm to capture the 

intrinsic correlations between clothing attributes and context attributes. After that, the 

Top-N algorithm combined with the established knowledge graph to generate the 

recommendation results directly based on the user's requirements. 

Feng et al. (2018) developed an object detection system based on You Only Look 

Once (YOLO) v2. As in a similar research paper before, only trousers, skirts, coats, T-

shirts, and bags are discussed by including certain categories. The experiment has 84% 

average precision and 73% average recall rates, stating that image detection takes place in 

56ms. 

Master's thesis by Dai (2021) used a piece-based human detection algorithm with 

PASCAL (Pattern Analysis, Statistical Modeling, and Computational Learning) visual 

object classes, so the algorithm detects the clothes on people. At the same time, a two-

stage Web Application and an IOS application were developed using k-Nearest 

Neighbors (KNN) for a recommendation. However, its performance details and 

application usage were unavailable. 

Lee et al. (2021) proposed fashion apparel detection method using YOLO, where 

only detection according to certain categories of apparel is provided. They created a Two-

Phase detection model, first to detect fashion clothing images with complex backgrounds 

and second to use the image enhancement model, which achieved the model detection 

more accurately. After dividing target categories into the five categories that include 
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jackets, tops, pants, skirts, and bags, they developed a target-based detection model. 

Therefore, only the specified categories can be detected. 
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CHAPTER III 

Transfer Learning 

Transfer learning is a research problem in machine learning that focuses on 

storing knowledge gained while solving one problem and applying it to a different but 

related problem. Transfer Learning can be defined as the reuse of existing models to 

solve a new challenge or problem. It is not used as a separate machine learning algorithm, 

but rather to train models and assist in the realization of a new task. The new task can be 

described as separating objects into a certain file category and using the desired 

categories (Brownlee, 2019). 

Traditional machine learning is computationally expensive and requires huge 

amounts of data to achieve high performance. In addition, in these algorithms, data 

information is independent of the past, so it is difficult to integrate it according to the 

features of the tasks to be used. Unlike traditional learning algorithms, transfer learning 

enables the creation of models obtained from a sufficiently large and general dataset. 

With these models, the learned features are quickly used for other tasks without having to 

start from scratch. Reuse and transfer of knowledge learned in areas related to transfer 

learning can be realized. Transfer learning is a method in which a model made for one 

task is intended to be used in a later model so that it can be reused with a specific starting 

point for a second task. It is aimed to achieve faster or better performances by using the 

modeling created with transfer learning in subsequent tasks. 

Computer vision is expressed using transfer learning pre-trained models. These 

pre-trained models train datasets to solve similar problems to be solved and model them 
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as layers for next uses. The most common of these models for image classification are 

listed as follows: 

VGG16 

VGG stands for Visual Geometry Group at Oxford University, which was 

introduced at the ILSVRC conference in 2014. It is one of the most popular pre-trained 

models for image classification. As shown in Figure 1 (Keras, 2017), VGG16 has 16 

layers in total. Five pooling layers are included in this model, which has a total of 13 

convolutional layers and three (3) dense layers. The last three (3) layers of VGG16 are 

fully connected. There are five (5) sets of convolution layers followed by a MaxPool in 

the overall structure. There is a difference in the set of five convolution layers that 

includes more cascading convolution layers. VGG16 uses an input size of 224x224. 

Figure 1 

VGG16 Architecture 

 

Note. The VGG16 has 16 layers in total and the VGG19 model has 19 layers in total. The 

general structure is formed within 5 sets of convolutional layers (Keras, 2017). 
  

  

ResNet50 

             ResNet50 was introduced by Cornell University at the CVPR conference in 2015 

(Keras 2015). As shown in Figure 2, the ResNet50 convolutional neural network has 50 

layers deep (48 convolutional layers, one MaxPool layer, and one average pool layer). 
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Pre-trained networks are capable of classifying images into 1,000 object categories. A 

224x224 image input size is used for the network. 

Figure 2 

 

ResNet50 Architecture 

 
 

  Note. ResNet50 image (JananiSbabu, 2015). 

InceptionV3 

            InceptionV3 was introduced by Cornell University at the CVPR conference in 

2016. Optionally loaded ImageNet weights can be used to enhance the Keras image 

classification model. As shown in Figure 3, InceptionV3 is a pre-trained convolutional 

neural network with a depth of 48 layers. This pre-trained mesh can sort images into 

1,000 object categories. A 299x299 image input size is used for the network. In the first 

part of the model, general attributes are extracted from the input images, and in the 

second part, these attributes are used to classify the images. 
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Figure 3 

 

Inceptionv3 Architecture 

 

Note. InceptionV3 (Brain, 2017).  

The basic idea of convolutional layers is to extract the most general, low-level 

features that can be applied between images, which can be patterns or border frames, and 

allow subsequent layers to recognize specific features in an image. 

The basic idea in pooling layers works on each feature map separately to create a 

new set of the same number of pooled feature maps after the convolutional layer. It is 

smaller in size than the convolutional layer and reduces the size by 2x on almost any 

feature map. 

Dense layers are deeply linked to previous layers. Each layer is connected to the 

other by neural networks and the dense layers are the most used layer. Since the results 

obtained from each neuron of the previous layers go to layers, the results of each neuron 

are included in smaller sizes with their most specific features. Therefore, the use of a 

dense layer is an important layer in terms of efficiency in areas where it will be used.  
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Image Embedding  

           Figure 4 shows an actual image of a Blouse class taken from the training dataset. It 

would be computationally expensive to compute similarities between images in original 

dimension. Therefore, instead of computing similarity in original space, it is more 

desirable to do it in reduced dimension. Particularly, feature embedding through well-

known pre-trained CNNs (e.g., VGG16) has been used to capture image features in much 

reduced dimensional space, which is actually using pre-trained network as a feature 

extractor.  By doing so, image features stored in a smaller size, such as 1x512, still 

capturing important characteristic in original image, which allows them to be processed 

more quickly in reduced space. Embedded features from pre-trained deep learning model 

can be further reduced each dimension into two- or three-dimensional map for the 

visualization purpose. For example, Figure 5 illustrates 2D t-distributed Stochastic 

Neighbor Embedding (t-SNE) of embedded features (e.g., 1x512) of images in the seven 

(7) ladieswear groups mentioned before. Specifically, one image in original dimension in 

Figure 4 (top) is 1522x1750 pixels, which is embedded into 1x512 pixels through VGG16 

pre-trained feature extractor.   
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Figure 4 

 

Original Image and Embedded Feature 

(a)                                                     (b) 

  
 

Note. The image above is from the Blouse class in Training. The original image (a), and 

the embedded feature (b). Dimension sizes for original image are 1522x1750 pixels. 

Dimension for embedded image is 1x512. 



 

 

 

Figure 5 

 

t-SNE Visualization for Feature Embedding  

 

 

 

 

 

 

 

 

 

 

 

 

Note. The left figure shows the t-SNE 2D projection of extracted features from VGG16, each of which is an image in one of the seven 

(7) ladieswear group. Each colored dot denotes one of the seven (7) groups of ladieswear. The right figure shows the actual image that 

correspond to the left figure. 

1
1
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CHAPTER IV 

Recommendation System 

A recommendation system evaluates product features based on data collected 

from a user to identify products that customers may prefer. Therefore, after evaluating it 

first evaluates a relationship between the user and product. It identified what products can 

be recommended to the user, based upon the relationship. Usual recommendation systems 

return a recommended list of images from the images already stored in a database, upon 

getting user’s input (i.e., query image). Therefore, the overall recommendation 

performance can be affected by the quality of database and the computation of similarity 

search.  

In this study, we proposed an apparel recommendation system that consist of the 

following specific steps: 

1. One pre-trained CNN model (such as VGG16, ResNet50, or InceptionV3) is 

trained with training data. 

2. Embedded feature vectors are obtained from the second to the last fully connected 

layer from the model created by training. 

3. Binary signatures are generated by passing embedded features to locality sensitive 

hashing by random projection. 

4. Query image is converted to a vector of embedded features by step 2 and the 

signature of embedded feature vector of query image can be obtained by step 3. 

5. Based on the signature of query image at steps 4 is used to access LSH location 

where similar images are stored, and the sorted list of similar images are obtained. 
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Locality-Sensitive Hashing (LSH) 

When two points in the feature space are close together, there is a high probability 

that they will have the same hash which is a reduced representation of the data. A 

primary difference between LSH and conventional hashing is that LSH tries to maximize 

collisions between similar points instead of aiming to avoid them. LSH ignores slight 

distortions so the main content of the input can be easily identified despite slight 

perturbations to the input, as in hashing. Due to the collisions between hash values, 

similar items are more likely to have similar hashes. 

Random Projection 

In general, random projections are based on the idea that given a high-

dimensional vector of data, similar vectors should be grouped together into the same 

bucket. A random projection reduces the dimensionality of high-dimensional data by 

transforming it into low-dimensional features. In low-dimensional spaces, it is 

computationally less expensive because it approximates relations with cosine similarity 

(Santhosh, 2018). 

In Figure 6, n observations and d features are represented as columns and rows, 

respectively, in a high-dimensional data matrix D. By projecting the matrix onto a k-

dimensional space d, we can obtain a lower-dimensional representation P. This lower 

dimensional representation of the matrix can be calculated mathematically as a lower 

dimensional representation by projecting it onto a k-dimensional space d. Random 

vectors are column elements of the random projection matrix R, whose elements are 

independent of gaussian distributions which is zero mean, and unit variance (Santhosh, 

2018). 
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Figure 6 

 

Random Projection Matrix 

 

Note. Explanation of the Johnson-Lindenstrauss lemma.  
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CHAPTER V 

Proposed Approach 

Data Description 

The entire dataset used in this study is publicly available on Kaggle under the 

H&M personalized fashion recommendations competition and provided by H&M Hennes 

& Mauritz AB (H&M Group). H&M is a multinational group based in Sweden and its 

focus is clothing. It is a long-standing company established for fashion and design 

services for women, men, youth, and children in a fashionable, sustainable way and 

suitable for everyone. 

H&M Group is a business that owns around 4,850 stores around the world and 

sells on 53 online platforms. The dataset shared via Kaggle contains an image list with 

the definitions of more than 105K products that it currently sells, as well as age, location, 

and activity information along with the IDs of its customers. 

As shown in Figure 7, original H&M dataset has a total of 105K images over five 

(5) main groups, which include Ladieswear (37.65%), Baby/Children (32.89%), Divided 

(14.35%), Menswear (11.89%), and Sport (3.21%). 

 

 

 

 

 

 

 



16 

 

 

Figure 7 

Dataset Information for Major Group 

 

Note. The original H&M dataset content consists of five (5) main groups, which are divided into 

Ladieswear, Baby/Children, Divided, Menswear by Sport. 

 

At the same time, the clothes and accessories in the dataset are divided into 19 

different categories in total according to their usage patterns or different parts of the 

body. Frequent labels are Garment Upper Body, Garment Lower Body, Garment Full 

Body, Accessories, Underwear, Shoes, Swimwear, Socks & Tights, and Nightwear, as 

shown in Figure 8. 

 

 

 

 

 

 

37.65%

32.89%

14.35%

11.89%

3.21%

0 5 10 15 20 25 30 35 40 45

Ladieswear

Baby/Children

Divided

Menswear

Sport

LadieswearBaby/ChildrenDividedMenswearSport

Total 397373471115149125533392
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Figure 8 

Dataset Information for Different Categories 

 

Note.  The frequencies of 19 different categories in original H&M dataset. 

The distribution of all 130 subgroups in the dataset in five (5) main classes is 

shown in Figure 9. As we can see from the colors determined for each subclass, the most 

crowded clothing groups for Ladieswear are trousers, dresses, sweaters, and tops. There 

are too many subclasses in each main group, even though not all the 130 subclasses are 

contained in all five (5) main groups. Among 130 subgroups, ladieswear includes 98 

subgroups, baby/children have 94 subgroups, divided contain 74 subgroups, menswear 

has 65 subgroups, and sport has 33 subgroups. 
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Figure 9 

Dataset Information for Different Subgroups 

 

Note.  The distribution of 130 different subgroups over five (5) major groups.  

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Ladieswear

Baby/Children

Divided

Menswear

Sport

Trousers Dress Sweater
T-shirt Top Blouse
Jacket Shorts Shirt
Vest top Underwear bottom Skirt
Hoodie Bra Socks
Leggings/Tights Sneakers Cardigan
Hat/beanie Garment Set Swimwear bottom
Bag Earring Jumpsuit/Playsuit
Pyjama set Blazer Other accessories
Boots Scarf Bodysuit
Hair/alice band Bikini top Sandals
Swimsuit Sunglasses Necklace
Cap/peaked Underwear Tights Coat
Belt Polo shirt Hat/brim
Other shoe Pyjama jumpsuit/playsuit Ballerinas
Gloves Dungarees Slippers
Hair clip Ring Hair string
Pyjama bottom Heeled sandals Swimwear set
Pumps Bracelet Underwear body
Night gown Flat shoe Outdoor Waistcoat
Tie Robe Outdoor trousers
Flip flop Unknown Wedge
Kids Underwear top Costumes Wallet
Tailored Waistcoat Watch Sarong
Outdoor overall Beanie Swimwear top
Sleeping sack Underwear set Fine cosmetics
Soft Toys Bootie Long John
Umbrella Dog Wear Hair ties
Waterbottle Heels Underdress
Nipple covers Giftbox Cap
Side table Earrings Flat shoes
Felt hat Weekend/Gym bag Bucket hat
Underwear corset Leg warmers Accessories set
Sleep Bag Backpack Alice band
Straw hat Cross-body bag Marker pen
Mobile case Moccasins Braces
Baby Bib Chem. cosmetics Zipper head
Wireless earphone case Shoulder bag Hairband
Eyeglasses Toy Stain remover spray
Tote bag Pre-walkers Bumbag
Clothing mist Towel Wood balls
Cushion Headband Blanket
Washing bag Sewing kit Keychain
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Hardware & Software Tools 

           Tables 1 and 2 summaries hardware and software used in this study, respectively. 

All the hardware is available in Google Colab, which is a computing platform for Google 

users, writing Python code via the browser, and especially for machine learning, data 

analysis, and education. With Google Colab, users can take advantage of the processing 

resources on the virtual and cloud platforms without using their own local hardware. 

Google Colab has three (3) different subscriptions, which are standard Google Colab, 

Colab Pro, and Colab Pro+ (Google).  

Table 1 

Hardware 

 

 Table 2 

Software 
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In this study, all the three Google Colab subscriptions were used. The benefits of 

these subscriptions are to use different GPUs, CPU Memory, CPU, and System Memory. 

The priorities in the use of this hardware are determined according to the subscription. 

Four different CPUs and their features, NVIDIA K80, T4, P100, and V100, were 

used in this study. Additionally, Keras is one of the leading high-level neural network 

APIs, and most CNN models (such as VGG, ResNet, Inception, etc.) are implemented in 

Keras. 

Our Approach 

Figure 10 summarize that schematic diagram of proposed recommendation 

model’s all the paths we created and followed. Our dataset was first divided into two 

different groups, training and test. The training process begins when we create the trained 

models using Transfer Learning. Initially, three pre-trained CNN models including 

VGG16, ResNet50, and InceptionV3 were tested; however, VGG16 model produced the 

best results for feature extractor in terms of both training and test accuracy. A hash table 

with LSH was used to group embedded features into the same buckets based on 

signatures. 

 

 

 

 



 

 

 

Figure 10 

 

Schematic Diagram of Proposed Recommendation Model 

 

Note. The schematic diagram of the recommendation model proposed in this study. 

 

2
1
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The LSH implementation creates a hash table of all possible buckets, each 

containing similar items. Bitwise hash values represent each split as a sequence of 1s and 

0s. In general, according to the random projection matrix, bitwise hash tables are 

generated as follows: 

• The dimension of each feature vector should be d, and the bitwise hash value

should be k.

• For each random vector, the dot product of the vector and the observation should

be calculated. Dot product results that are positive should be assigned a 1,

otherwise a 0.

• Use k dot products to combine all the bit values.

• Repeat the above two steps for all observations to compute hash values.

• By grouping observations based on their hash value, create an LSH table.

As shown in the Figure 11, the Hash Table keeps the clothing pictures that are

close to each other in the same list under each signature. With three random vectors, there 

are 8 different signature groups can be generated, each of which keeps similar bit values 

representing the images in the training together. A larger random vector (for example, 

four random vectors have 16 different signatures total) can generate a greater number of 

signatures.  
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Figure 11 

Images with the Same Signature in LSH 

Note. There are eight different signature groups for all training data. The lists of all eight 

groups have similar cosine similarity values. 

In the Test process of our approach, for every single test image, feature extraction 

and random projection were applied to assign its signature in LSH. Similarly, the 

signature of each test image is assigned to access similar images with a same signature, 

from which a sorted list of similar images can be retrieved by computing cosine similarity 

between the test image (i.e., search query) and every image only in that LSH location, 

which therefore results in fast retrieval. 
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CHAPTER VI 

Experimental Study 

Discussion 

People perceive the contents of the images they see differently, and this is 

different for each person. The perceptions made by different people may be different, for 

example, some people pay attention to the patterns, colors, and brightness of the images 

they see (Chakraborty, 2021). Using the LSH Table, we aimed to find similarity measures 

based on color, shape, and pattern features between the clothing images, which are 

eventually represented in the embedded vector form. 

Apparel recommendation deals with finding similar images for a particular query 

image. This undoubtedly involves an underlying process for classifying images. It is a 

system that uses features of a query image to guide matching suggestions based on 

distinctive and discriminating features of training images. 

Training 

As pilot models, we used three well-known pre-trained models including 

InceptionV3, ResNet50, and VGG16, and checked how they performed on our dataset, 

and then chose the model that gave the best training and test performance.  

Figure 12 shows training accuracy results for VGG16, InceptionV3, and 

ResNet50. Our first step was to find the CNN model with the best performance, to learn 

the training and test accuracy for all three models. The training accuracy results over 100 

epochs were obtained by VGG16, InceptionV3, and ResNet50. Each model achieved 

following test accuracy: VGG16 had 90.56%; InceptionV3 had 76.7%; and ResNet50 

had 77.5%. We chose VGG16 as it performed best with our dataset.  
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Figure 12 

 

Performances of VGG16, InceptionV3, and ResNet50  

(a) VGG16 (Training Accuracy 98%)

 

(b) InceptionV3 (Training Accuracy 82%) 

       
 

(c) ResNet50 (Training Accuracy 86%) 

      

Note. Training accuracies for three models 
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Specifically, we used VGG16 model as feature extractor. Meanwhile, it continued 

with a reduced convolutional layer with a flatten layer, to obtain an embedded feature 

vector for each image. This flatten layer was defined as the second to the last, which is a 

fully connected layer before the final classification layer (top layer). This layer was made 

to keep the feature embedding vector, as shown in Figure 13.  

Figure 13 

 

Model Layers 

(a)                                                              (b)  

           

Note. Figure 2 (a) is a summary of layers in VGG16, and Figure 2 (b) is a summary of 

layers in VGG16 for feature extraction. 
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LSH 

As the new embedding model created still has a large scale to use LSH, it is 

necessary to help reduce the dimensionality of the embedded vectors by leaving the 

information content of each image the same. Therefore, a hash function has been created 

to approximately maintain the distances between group points in a certain plane. The 

hash function reduced the dimensionality of embedded vectors. With LSH, a signature for 

a vector of embedded features calculated so that the images with the same signature value 

can be likely to be in the same LSH table location.  

We implemented random projection based LSH to create a table of all possible 

signatures that are keys for LSH table. Bitwise hash values of 1s and 0s are used to 

describe each partition (example: 001, 010, 011). There is a greater likelihood of 

similarity between two observations with the same bitwise hashes than between those 

with different bitwise hashes when this notation is used. 

Results 

To see the results of our system, we used 7,000 images out of 39,737 images in 

Ladieswear, which has seven (7) classes including blouse, dress, sweater, skirt, trousers, 

t-shirt, and vest top. Ladieswear is the only gender used within the main groups. Each 

class has 1,000 images and they divided into three datasets: 70% training, 15% 

validation, and 15% test in this study.  

The images that were trained with the Transfer Learning model VGG16 achieved 

a test accuracy result of 90.56%.  

This Figure 14 shows a LSH table that has been populated. In this table, we have 

three (3) random vectors that help generate eight (8) signatures, which other keys for 
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LSH location that hold the lists of all training images that are similar to each other. This 

recommendation system will rank similar top 6 images in the same signature list when 

the query image is searched. Due to the fact that eight (8) different similar classes could 

not be created, not every signature in the Figure is complete. 

Figure 14 

 

Hash Table with Signatures and List of Signatures 

 

 

Figure 15 shows the sorted list of the top 6 similar images with the highest cosine 

similarity, when image index 387 is searched. The first returned image is identical to 

query image, thus is cosine similarity is 1, and the five (5) remaining images are ordered 

by cosine similarity. Figures 16 – 19 qualitatively demonstrate, when query images from 

vest top, sweater, and blouses classes are selected.  
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Figure 15 

 

Visualization of Similar Images in Dress (Training) 

 

 
Note. Image index 387 is used as query image. In fact, the query image is among to 

training images; thus, it matches to one trained image with cosine similarity of 1. A 

similar image is one in the dataset that has a similar hash value to this dress. The returned 

images are sorted by cosine similarity. 
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Figure 16 

 

Visualization of Similar Images in Vest Top (Training) 

 

  

Note. The query image was selected from the LSH table created with the training dataset. 

There are the top six similar images shown based on the query image. The returned 

images are sorted by cosine similarity. 
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Figure 17 

 

Visualization of Similar Images in Sweater (Training) 

 

Note. The query image was selected from the hash table created with the training dataset. 

There are the top six similar images shown based on the query image. The returned 

images are sorted by cosine similarity. 
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Figure 18 

 

Visualization of Similar Images in Blouse 1 (Training) 

 

Note. The query image was selected from the hash table created with the training dataset. 

There are the top six similar images shown based on the query image. The returned 

images are sorted by cosine similarity. 
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Figure 19 

 

Visualization of Similar Images in Blouse 2 (Training) 

 

Note. The query image was selected from the hash table created with the training dataset. 

There are the top six similar images shown based on the query image. The returned 

images are sorted by cosine similarity. 
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For Figures 15 – 19, all the query images happened to be belonged to the images 

selected from training dataset. That’s why first returned recommended images has cosine 

similarity of 1. However, Figures 20 – 26 were with query images (from vest top, skirts, 

trousers, blouse, sweater, dress, and t-shirt) are not in training dataset. Therefore, through 

this experiment we validate how the proposed recommendation system perform with 

brand-new test data. As before, each test image was embedded through VGG16, and the 

signatures of each embedded feature vector is obtained through random projection based 

LSH.  
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Figure 20 

 

Visualization of Similar Images in Vest Top (Test) 

 

Note. The image that is added later as a test, is embedded, and appears in the signature 

list with LSH, is the first image from the top (query image). Among the items in the 

dataset, the top six similar images appear. 
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Figure 21 

 

Visualization of Similar Images in Skirts (Test) 

 

Note. The image that is added later as a test, is embedded, and appears in the signature 

list with LSH, is the first image from the top (query image). Among the items in the 

dataset, the top six similar images appear. 
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Figure 22 

 

Visualization of Similar Images in Trousers (Test) 

 

Note. The image that is added later as a test, is embedded, and appears in the signature 

list with LSH, is the first image from the top (query image). Among the items in the 

dataset, the top six similar images appear. 
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Figure 23 

 

Visualization of Similar Images in Blouse (Test) 

 

Note. The image that is added later as a test, is embedded, and appears in the signature 

list with LSH, is the first image from the top (query image). Among the items in the 

dataset, the top six similar images appear. 
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Figure 24 

 

Visualization of Similar Images in Sweater (Test) 

 

Note. The image that is added later as a test, is embedded, and appears in the signature 

list with LSH, is the first image from the top (query image). Among the items in the 

dataset, the top six similar images appear. 
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Figure 25 

 

Visualization of Similar Images in Dress (Test) 

 

Note. The image that is added later as a test, is embedded, and appears in the signature 

list with LSH, is the first image from the top (query image). Among the items in the 

dataset, the top six similar images appear. 
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Figure 26 

 

Visualization of Similar Images in T-Shirt (Test) 

 

Note. The image that is added later as a test, is embedded, and appears in the signature 

list with LSH, is the first image from the top (query image). Among the items in the 

dataset, the top six similar images appear.  
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Figure 27 shows the similarities between seven (7) classes for both training and 

test. Furthermore, it shows the similarities between the images in each class. In Figure 28 

(a) each class contains 700 training images, and in Figure 28 (b) each class contains 150 

test images. In the figure, embedded similarities between images are visualized in 

relation to the number of images. 

Figure 28 shows the similarities between the signatures by LSH for both training 

and test. Also, it shows the similarities between the images in each signature. It is not 

necessary for every signature to have an image. Random vector creates eight (8) different 

signatures in aggregation, but one of them is left blank since eight (8) groups could not be 

created. As shown below, the signatures contain the following number of images. 

[0]=> 4 

[1]=> 25 

[2]=> 

[3]=> 7 

[4]=> 1002 

[5]=> 989 

[6]=> 125 

[7]=> 299 

Figure 27 

Training and Test Data for Embedded Feature 

     (a)                                                                      (b) 

 

 
Note. (a) training data (700/class) (b) test data (150/class) 
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Figure 28 

Training and Test Data Followed by LSH 

       (a)                                                                       (b) 

   

Note.  (a) training data (number of images for each signature/signature) (b) test data 

(images with close cosine similarity/ total images for each signature)  

 

Figure 29 shows the cosine similarity averaged over all possible cosine 

similarities for images in each of the seven (7) signatures. Each green bar is based on the 

signature after LSH (Figure 28 (a)). In the Hash table, one signature contains images 

different from actual class neighbors. It is called signature neighbor. Signatures contain 

maybe 20, 30, or 100 similar images. When we do a query of image search, it is going 

into hash signature and there finds the same signature images and get the cosine values. 

As previously mentioned in Figure 14, one of the signatures is empty (signature 2) and 

therefore there is no binary number (010). 
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Figure 29 

Cosine Similarity Between LSH Signature and Top-6 by Signature 

 

The orange bars are based on the signature after LSH. Different from blue bars, it 

shows the most cosine similarity with the top 6. This figure shows that hash signature 

neighbors have more similarity than images with an identical original class label.    

Cosine within similarity is shown in Figure 30. It compares 700 images of 

training datasets in seven (7) classes with values between cosine [-1, 1]. 

The cosine distance is shown in Figure 31. Based on the formula "1 - cosine" and 

the range [0, 2], a cosine distance was calculated. Thus, the distance between classes was 

calculated in this way, explaining their differences. 
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Figure 30 

Cosine within Similarity [-1, 1] 

 

Figure 31 

Cosine Distance  
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CHAPTER VII 

Summary & Future Work 

Summary 

A recommendation system is one of the most useful technologies for users and the 

industry in online sales as it online facilitates and optimizes searches. A recommendation 

system uses data from interactions between people and products to detect preferences, 

making it a very useful tool in helping users discover new products. 

This study developed a cloth recommendation system, which employs transfer 

learning with three (3) pre-trained deep learning models: VGG16, ResNet50, and 

InceptionV3. Furthermore, locality sensitive hashing with random projection to improve 

search performance from the candidate image search. The embedded features of the 

image were extracted using transfer learning and a fast recommendation was achieved by 

using locality-sensitive hashing. 

We used 7,000 images out of 39,737 images in original dataset (H&M Group), 

which has seven (7) classes including blouse, dress, sweater, skirt, trousers, t-shirt, and 

vest top. There are 1,000 images in each class divided into three datasets: 70% training, 

15% validation, and 15% test. The images that were trained with the Transfer Learning 

model VGG16 achieved training accuracy result of 98% and test accuracy result of 

90.56%.  

A recommendation system is implemented, and its performance is measured in 

terms of training accuracy, test accuracy, and cosine similarity between images in a same 

class.  
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Particularly, the proposed system combines two methods, which include feature 

embeddings through a pre-trained CNN model, VGG16, and LSH through random 

projection. This study has shown an example of the combination of the two methods for 

apparel recommendation; thus, an improved online shopping experience is provided, and 

technology is developed to help industrial brands sell more products online. 

Future Work 

Currently, the prototype of apparel recommendation systems with minimal 

functionalities. Therefore, there exist various directions to improve the current model. 

Below is the list of future directions.  

Only color images are used for the study; thus, it is good to investigate how the 

performances change with black and white images as well as with the mixture of both 

color and black and white images. 

Considering the effects of hashing on both storage and speed, currently only one 

image group with seven (7) classes; thus, the feasibility and the applicability of the 

proposed system need to be validated with large scale datasets with varied data types. 

Together with the current random projection based LSH, it is interesting to see 

how other existing LSH methods, which have been widely used in other application 

domains, can be employed. 

We observed that randomly generated vectors sometimes result in an undesirable 

performance. Therefore, we plan to explore a way how we can find the best random 

vectors. 

As more tables will perform more comparable candidate images, it is observed 

that working with more tables will yield good results. Therefore, the best scenario will be 
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to generate multiple (i.e., three, five, or any number to use) LSH tables, each of which 

has a different set of three random vectors. 

For better virtualization, we would like to take advantage of dimensional 

reduction techniques such as TriMAP and 3D t-SNE (Gruber, 2021). 

Last but not the least, we will examine more advanced subscriptions or more 

advanced alternatives to high performance computing platforms such as Google Colab in 

order to handle large datasets with faster computation. 
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